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Abstract. Internet forums are rich sources of human-generated content.
Many applications, such as opinion mining and question answering, can
greatly benefit from mining and exploring such useful content. An impor-
tant step towards making user content from forums more easily accessible
is to extract it from forum pages. We propose REPEX (REcord and Post
EXtractor), a two-step solution that uses limited supervision to achieve
this goal. Given a forum page, REPEX first extracts data records that
contain human-generated content and then, from these records, extracts
their user content. The record extraction assumes that (1) a record is
composed of an automatic-generated part, which we call record tem-
plate, and a human-generated part; and (2) the structure of record tem-
plates are usually consistent across records. Based on those, the record
extractor initially locates the subtree that contains all records in the fo-
rum page, using an information-theoretic measure, and then identifies the
template of the records in this subtree, modelling this as an outlier detec-
tion problem. Finally, starting from the templates, REPEX determines
the boundaries of the records. For the post extraction, REPEX applies
an information extraction approach that performs this task by identify-
ing the posts’ string boundaries. We have performed experiments over
more than 100 real forum websites, and the results show that REPEX
is highly effective, obtaining high values of precision and recall for both
tasks.
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1 Introduction

An internet forum is described on Wikipedia as an “online discussion site where
people can hold conversations in the form of posted messages”. These conver-
sations address many different subjects and topics (e.g. games, movies, travel,
computers, health etc), which makes their content very diverse. Web forums are
also very popular nowadays. To give some numbers, as of March 2015, a big
forum website — ConceptArt.org! — had more than 375 thousand users and more

! http://www.conceptart.org/



2 Luciano Barbosa and Guilherme Ferreira

1. Re: Food and drinks prices.

eb 20, 2015, 1257 PM
“ Im not long back from arinsal and it was around €2.50 a pint, €6-10
burger/pizza on the mountain. pas is a little bit more expensive but you will
Dvrossi48 find happy hours between 4-6 which is usually buy one get one free. |ll be
| 5ot Unted back out in a few weeks so can update further if required

Reply | Report inappioprate aoatent
2. Re: Food and drinks prices.
Feb 20, 2015, 4:51 PM
Thanks for the reply its much appreciated..... Had a fantastic week in
i Aninsal the last time | was able to go skiing, am trying snowboarding in pas \
{ Tony56018 de |a casa on the 8th March with my 21 year old who wasn't bom when | || |
| Firmeuin. nasd made the Arinsal trip...wish me luckll
| posts: 5 .‘
| \
i One destination mentioned in this post = \._
Automatic- / [ ‘ Arinsal % Human-
{ " !
Generated ™ s Massana Parish, Andorra | Generated
f E, |
Reply |

3. Re: Food and drinks prices.
Mar 03, 4:14 PM

When | was there in January a 1.5 litre bottle of water in Cal Ruiz
restaurant was 2.20 euros. down stairs in the supermarket it's 70 cents.
beer is about 2.50 a pint. and every bar has happy hours. | would advise
getting a ski locker at Pas 83 which is slope side - 20euros for the week
which includes two aprés ski drinks every day (small beer, hot wine or soft
drink) good value and saves walking up and down the hill in ski boots
carrying skis. enjoy it, they have tons of snow at the moment, I'm going
back on 15th.

Reply ‘ Report inappropriste content

Fig. 1. Example of 3 records in a thread page.

than 8 billion posts, another forum — Gaia Online? — had about 26 million users
and 2 billion messages (source: The Biggest Boards®). This huge amount of di-
verse human-generated content is very helpful for a variety of applications such
as opinion mining [11], question answering [16] and forum search [12,4].

To take advantage of such rich content, methods to collect and process fo-
rum data have been previously introduced [5,15,13,1]. In this paper, we focus
on the particular problem of extracting human-generated content from conver-
sational pages of forums, also known as thread pages. Thread pages are com-
posed of data records composed by: a human-generated part (the user post); and
the automatic-generated (or template) part, that contains information such as
date/time of the post, the user who posted it and the title of the posts. Figure 1
presents an example of records and posts in a thread page.

2 http://www.gaiaonline.com/
3 http://www.thebiggestboards.com/



Extracting Records and Posts from Forum Pages with Limited Supervision 3

Record Extraction

Q Q
Record Record
Te late
|| Subtree > > i/lT:i: | A A A —+|  Boundary N .| Post N
Thread|| *petection g Identification Extraction

Page

Posts

Records Template Records
Subtree Subtrees

Fig. 2. Overview of REPEX’s pipeline: given a thread page, Record Subtree Detection
locates the subtree of records; Template Mining identifies the record template sub-
trees (in blue); and Record Boundary Identification determines the boundaries of each
record; finally, from the records, Post Extraction extracts the posts.

Many previous approaches have been proposed to deal with the problem of
web data extraction [2,8,13,6,20]. Our work is more related to [8,13], since
we are interested in building a solution that is not specific for a particular lay-
out template (template-independent). We also want to perform this task with
limited supervision, i.e., without any training data, to avoid having to label a
large amount of data, which is a laborious and time-consuming task. The main
challenge of building such solution is that the structure of thread pages vary
significantly across forum sites. To deal with all this variability, we propose a
two-step solution (see Figure 2). Given a thread page, our method first extracts
data records that contain the user posts (Record Extraction), and then the posts
within these records (Post Extraction).

To perform record extraction, we exploit common features present in the
DOM tree of thread pages. More specifically, we make three assumptions: (1)
records are under the same parent node in the HTML DOM tree of thread pages;
(2) records contain an automatic-generated (or template) part, whose HTML
structure is consistent across records in the same thread page; and (3) record
templates contain common types across sites. Based on those assumptions, we
propose a data mining algorithm that uses limit supervision (no training) to
extract data records from thread pages: REPEX (REcord and Post EXtractor).
First, given a thread page, REPEX scans its DOM tree to identify the candidate
record templates by detecting nodes containing the following types: date and
time of the post, the post user and the post title. We implement simple heuristic-
based type detectors, which combined, provide a robust method for detecting
the record template. Next, REPEX locates the subtree S where all records are
located (Record Subtree Detection). For that, it assumes that S is balanced with
respect to the detected type nodes, and uses an information-theoretic measure
to calculate tree balance. Since not all candidate record templates within S
are in fact record templates, next, it identifies them using an outlier detection
strategy: candidates with very different tree structures are considered outliers
and then removed (Template Mining). Finally, REPEX identifies the boundaries
of the records in S, using a simple heuristic (Record Boundary Identification).
Regarding post extraction, we assume that the string boundaries of the posts
are similar across records and, based on that, we implement an information
extraction approach to extract them.
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Fig. 3. Example illustrating how Template Mining selects template subtrees in the
records subtree.

The remainder of the paper is organized as follows. Section 2 describes in
details the record extraction, and Section 3 describes the post extraction. In
Section 4, we detail the experimental evaluation. In Section 5 we present an
overview of existing related work in the area of web data extraction, and finally
in Section 6, we conclude the paper.

2 Record Extraction

The goal of the Record Extraction is to extract records from forum thread pages.
The Record Extraction is composed of 3 sub-tasks: Record Subtree Detection,
Template Mining and Record Boundary Identification. Record Subtree Detection
locates the subtree in the DOM tree where all records are located. Within this
subtree, Template Mining identifies the record templates and, based on the tem-
plates, Record Boundary Identification determines the boundaries of the records.
Figure 2 gives an overview of this process. In this section, we first describe the
type detectors used to identify the record templates and, subsequently, explain
each one of the components of the record extraction.

2.1 Type Detectors

Our first assumption regarding the problem of record extraction is that a record
contains a template-generated part, composed of basic types: the date and time
that the record was posted, its title and the user who posted it. Based on that, we
implemented 3 type detectors to identify them in a thread page: date-time, user
and record title. The date-time detector was built from regular expressions. For
that, we started from date and time examples of regular expressions available on
specialized websites*. Then, we improved the quality of these expressions using
a validation set, described in Section 4. The user detector uses simple heuristics

4 http://www.regxlib.com/
http://www.regular-expressions.info/
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Algorithm 1 Record Subtree Detection

1: procedure TREESCAN(node, D1...D5,)
2: for each d in D;...D,, do > Type detection loop

3: if TypeDetection(d,node) = TRUE then

4: IncrementTypesCount(node)

5: end if

6: end for

7 for each child node ¢ of node do

8: TreeScan(c)

9: end for

10: if Balance(node) > 7 then > Balance verification
11: {t1,...,tn} = Template Mining(node)

12: {r1,...,rn} = ExtractRecords({t1,...,tn})

13: end if

14: Return {ri,...,mn} > Extracted records

15: end procedure

Algorithm 2 Template Mining
1: procedure TEMPLATEMINING(node)

2: {tc1, ..., tc.} = Children(node) > Template children
3: {s1,..., 8z} = Signatures({tci, ..., tc.}) > Signatures of the children
4 {c1,...,ai} = HAC({s1,...,8:},7) > Clustering
5 {t1, ..., tn} = maz({c1, ...,a}) > Max size cluster
6: if Size(maxCluster) > 2 then

7 res = {t1,...,tn}

8: end if

9 Return res

10: end procedure

4

to detect user information. It checks for URLs with words such as “‘member”’,
“profile” and “user”. The title detector assumes the record title is similar to the
title of the thread page. To measure that, we calculate the Jaccard similarity
between the title of the thread page and a given text. We consider a similarity
of 0.3 as a match. The text used as input to the detectors is segmented based
on the DOM tree structure: all the text within a leaf text node is considered as
a single sentence.

The great advantage of using a set of detectors, instead of a single one as
in [13], is that individual detectors can complement each other, and consequently
produce better results. For instance, the user detector might work in sites in
which the date-time detector might not. Another advantage is that building
a strong detector is a laborious task. Thus, instead of having a single strong
detector, one can build weak detectors, which need less effort to be implemented.
Our experimental evaluation confirms all these observations.
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2.2 Record Subtree Detection

The first step of Record Extraction is Record Subtree Detection. Given the
thread page’s DOM tree T, it identifies the subtree T” of T' that contains all the
records. To achieve this goal, we assume that the nodes that contain the template
data types (date-time, user and title) are evenly distributed throughout the child
subtrees of T”. Concretely, the algorithm works as follows (see Algorithm 1).
First, given T, the algorithm performs a complete scan of T, labelling nodes
that match the three basic types (lines 2-8). When a type detector matches a
node (line 3), the types’ counter in that node is incremented (line 4). Next, based
on these counts, for each subtree T” in T', it measures how balanced the child
subtrees C'S of T" are with respect to the detected data type nodes. Only T"s with
a balance value higher than a threshold are considered candidate subtrees for
the next steps (lines 10-12). The tree balance is measured using an information-
theoretic approach. More formally, consider p the probability of a child subtree
c of T" having detected data type nodes. We calculate p of ¢ by dividing the
number of detected nodes in ¢ over the total number of detected nodes in T”. If
T’ is balanced, the entropy of 77 would be high, since p for all children would
have a similar value. To have a value between 0 and 1, we define Balance, which
is the normalized entropy of T":

Zcecspclog(pc) (1)
log(|CS])
The Record Subtree Detection works as a lightweight filter and, as the ex-

perimental results in Section 4 suggest, can considerably prune the search space
for the next step in the pipeline, which is more expensive.

Balance(T') = —

2.3 Template Mining

The goal of Template Mining is to identify the template part of the records. For
that, we assume that the data types are more concentrated in nodes belonging
to the template part of records than in other parts. Another assumption, similar
to [13], is that the tree structure of the templates of the records is similar to
each other. Based on these observations, we model this task as an outlier de-
tection problem, in which detected nodes outside the template part of records
are considered outliers. The algorithm works as follows (see Algorithm 2 and
Figure 3 for a concrete example). Initially, given the subtree T”, identified in
Record Subtree Detection, the algorithm obtains the candidate templates CT,
i.e., the children of 7" that contains detected nodes (line 2). For each child ¢
of CT, it generates a signature composed of the HTML tags of the detected
nodes of ¢ in the depth-first search order (line 3). This signature represents a
flat representation of the tree structure of ¢ with respect to its detected nodes.
Next, these signatures are provided as input to the Hierarchical Aglomerative
Clustering (HAC) [14] (line 4). HAC starts with |CT| clusters (a single cluster
corresponds to a child signature), where |CT| is the number of elements of C'T.
The two closest clusters are merged, resulting in |CC| — 1 clusters. Next, the
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Algorithm 3 Record Boundary Identification
1: procedure EXTRACTRECORDS({t1,...,tn})

2: sizeFregs = [0, ...,0] > Record size calculation
3: for each ¢; in {t1,...,t»} do
4 sizeFreqs[t; — ti—1] = sizeFreqs[t; — ti—1] + 1
5: end for
6: recordSize = max(sizeFreqs)
7 leftShift =0 > Left shift
8: for j=t1,k=t2toj>0and k >0 do
9: if EqualChildSign(j, k) = FALSE then
10: break
11: end if
12: leftShift = leftShift +1
13: j=j—1
14: k=k—-1
15: end for
16: {r1,...,rn} =0 > Segmentation of records
17: for each ¢; in {t1,...,tn} do
18: start = t; — leftShift
19: end = start + recordSize
20: Ti = tstarty s tend

21: end for
22: Return {ri,...,r»}
23: end procedure

two closest of the |[CC| — 1 clusters are merged, and then the process contin-
ues until a stop condition. The output of this process is a set of clusters. The
algorithm considers that the record templates are in the cluster with the high-
est number of elements (line 5), and the remaining clusters are discarded. The
subtrees belonging to this cluster are returned, if the cluster has more than 2
elements (lines 6-8). We adopted as stop condition a similarity threshold, defined
experimentally. We use as similarity measure the levenshtein distance [10].

2.4 Record Boundary

Template Mining selects the template subtrees {¢1,...,t,} in 7”. These subtrees,
however, do not necessarily contain the whole record. There might be cases, for
instance, in which the human-generated content of a record is in a separated
subtree of T”. In other cases, a record might be composed of multiple subtrees of
T’. The task is, therefore, to define how we segment the children of 7" in order to
extract the records (see Algorithm 3). First, the algorithm determines the record
size, i.e., how many consecutive child subtrees of 77 compose a record. It does
so by calculating the distance (i.e., how many subtrees are) between each pair
of consecutive template subtrees (lines 2-5). It considers the distance with the
highest frequency as the record size (line 6). Then, it defines in which position
to the left of the template subtree the records start (lines 7-15). For that, it goes
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Algorithm 4 Post Extraction

1: procedure EXTRACTPOSTS({r1,...,7n})
for each r; in {ri,...,7,} do
SegmentRecord(r;)

> Pre-processing

> Begin indexes

3

4 DetectPostText(r;)

5: end for

6: p,r = GetMaxRecordAndIndex({r1,...,rn}) > Position p of record r chosen.
7 {Siy.es8n} =0

8: for left =p—1to left > 0 do

9: text = record|left]

10: indexes = MatchPositions({r1, ..., n}, text)
11: if Size(inderes) = n then

12: {Siy oy Sn} = indexes

13: break

14: else

15: {Siy.ees8n} =0

16: left=1left—1

17: end if

18: end for

19: {ei,..,en} =0
20: for right = p+ 1 to right > 0 do

21: text = record[right]

22: indexes = MatchPositions({r1,...,rn}, text)
23: if Size(inderes) = n then

24: {€i,...,en} = indexes

25: break

26: else

27: {€iy.csen} =0

28: right = right + 1

29: end if

30: end for

31: {p17'--7p’ﬂ} =0

32: for i =1ton do

33: Di = Tstart[i]s > tend[i]
34: end for

35: Return {p1,...,pn}

36: end procedure

> End indexes

> Segmentation of posts

backward from the first two template subtrees (¢; and ¢5) until it finds subtrees
of T" with different child signatures (line 9). We define a child signature as the
string composed of the subtree HTML tag concatenated with the tags of its
children. Finally, the records are extracted from T for each template subtree ¢;

(lines 16-21).
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September 23rd, 2009 why the 25K limit on Avatars. Score: 0 points
September 23rd, 2009 hell if i know Score: 0 points
October 21st, 2009 Yes, | have thought about it. Score: O points

Fig. 4. Examples of texts from 3 records. Posts are highlighted.

3 Post Extraction

The Post Extraction is the final step of REPEX (see Figure 2). It extracts the
human-generated content from the data records. Instead of only relying on the
DOM tree structure to perform this task, as we did for record extraction, we
handle this task as an unstructured information extraction problem. For that, we
look at regularities in the text resulting from the records. Figure 4 shows exam-
ples of texts extracted from records. In these records, posts (in bold) are located
between a date string (e.g. “September 23rd, 2009”) and the string “‘Score”’.
This illustrates the main assumption of this algorithm: posts are delimited be-
tween common types/strings across records. The goal of Post Extraction is then
to identify these delimiters, and then extract all text between them. Concretely,
the algorithm works as follows (see Algorithm 4). First, it segments the record
sentences, using their structure on the DOM tree (line 3). All the text in the
same leaf node is considered a single sentence. Next, it runs a post-text detector
over the sentences (line 4). Similar to the other detectors presented in this paper,
the post-text detector uses simple rules to perform the detection. For instance,
it looks for characters such as “.” or “?” at the end of the phrase along with
personal pronouns as “I” or “you” or “it”. Here we assume that the text in posts
have a good chance of having personal references. From all the records with de-
tected texts, the algorithm selects the one that it has a high confidence of having
in fact a post text (lines 6): the record r with the largest detected text in phrase
position p in r. From p, the algorithm goes backwards until it finds a type/string
in 7 that matches in all others records (lines 7-18). The positions {s, ..., $,} of
these matches in the records represent where the posts should start. Conversely,
the algorithm does the same procedure going forward from p (lines 19-30). The
positions {eq,...,e,} of these matches in the records represent where the posts
should end. To perform this match, it verifies whether the strings are from the
same data type (date-time, user and title) or if they share some prefix of size
greater than 1. Finally, it extracts the posts using {s1, ..., s, } and {e1,...,e,} as
delimiters (lines 31-34).

4 Experimental Evaluation

In this section, we present the experimental evaluation of our proposed ap-
proaches.
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4.1 Experimental Setup

Data. To perform the evaluation, we collected thread pages from 118 forum sites.
These websites are in a variety of different topics: games, cancer, psychology etc.
In addition, similar to [12], we also tried to select as many forums as possible
that use different softwares to publish their content. Out of the 118 sites, 72 were
used in the validation set and 46 in the test set. For each one of the websites, we
collected at most 5 thread pages, resulting in a set of 282 pages in the validation
set and 200 in the test set. Then, we manually extracted the text in the records
and posts from these pages, resulting in a total of 2,449 records and the same
number of posts. The performance of an approach is measured by comparing
its output with the gold data. Since there might be small differences between
the way records and posts are extracted, we consider a match when the cosine
similarity between the approach’s record and the gold data’s record is higher
than 0.6 for records and 0.3 for posts.

Record Extraction Approaches. We compare our record extraction approach
with the state-of-art for this task: MiBAT [13], which has been obtained superior
performance compared to previous approaches. MiBAT uses a date-time detec-
tor to identify the template part of the records, which they call anchor trees.
Then it aligns anchor trees using a tree matching algorithm [18]. The matched
anchor trees compose the templates of the records. For this matching, the au-
thors proposed similarity measures. We used Pivot and Siblings (PS) similarity,
since it showed the best results in their experiments. A similarity higher than a
given threshold is considered a match. We used the validation set to tune this
parameter. For further details, we refer the reader to [13]. We also used the val-
idation set to tune two parameters of our approach: the minimum entropy of a
parent node being considered relevant, and the similarity threshold in the HAC
algorithm’s stop condition.

Post Extraction Approaches. In addition to the post extraction approach
proposed in this paper, which will we call String-based Extraction for the re-
maining of this section, we implemented two other strategies:

— Text Detection: this approach scans the records, and only considers as posts
the text detected within the records by the Text Detector.

— Tree-based extraction: this algorithm works as follows. Given the subtree
that contains all the records T, first it uses the Text Detector to identify
text nodes in 7”. For the child subtrees C'S of T” that contain text nodes,
it identifies the largest common subtree LCS of all C'S. Since we assume
the post part of the record subtree might not have much regularity, for
each record, the algorithm considers the post part the tree structure of the
record that does not belong to the LC'S. This method has not been proposed
previously in the literature. We implemented it to have a reasonable baseline
for post extraction.
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Rec|Prec|F-Measure|Prop. of Pages
RecExt|0.94| 0.92 0.93 0.97
MiBAT|0.51| 0.94 0.66 0.53

Table 1. Recall, precision, F-Measure and proportion of pages with at least 1 record
extracted by each approach.

Rec|Prec|F-Measure
User,Date-Time |0.86| 0.92 0.89
Date-Time,Title|0.82| 0.93 0.87

User, Title 0.76| 0.96 0.85
User 0.67( 0.96 0.79
Date-Time 0.68] 0.93 0.79
Title 0.32( 0.99 0.48

Table 2. Results of our approach using different combinations of type detectors.

4.2 Record Extraction Results

For each approach, we measured precision, recall and F-Measure over the records
in the test set. We also calculated the proportion of pages that had at least 1
record extracted by each approach. Table 1 presents the results. Our approach
obtained high values of recall (0.94), precision (0.92), F-measure (0.93), and also
extracted records from the vast majority of the pages (0.94). The numbers also
show that our approach outperforms the baseline in all measures.

We investigated possible causes for this difference in performance. For that,
we calculated the performance of MiBAT over only the 53% of the test set that
it was able to extract records. As expected, its results are much better: recall
= 0.92, precision = 0.97 and F-Measure = 0.95. For comparison, we also ran
our approach over the same 53% set. It obtained recall = 0.96, precision = 0.95
and F-Measure = 0.96. Our approach obtained higher recall (0.96 vs 0.92) but
lower precision (0.95 vs 0.97). Overall, our approach obtained a slightly better
F-Measure (0.96 vs 0.95).

We also evaluated the contribution of each detector for the final result. Ta-
ble 2 presents the recall, precision and F-Measure for all the possible combina-
tions of detectors. The combination of user and date-time detectors obtained the
best results as well as these two detectors considered individually. Although the
title detector individually obtained a poor result in terms of recall, combining
it with the other detectors, it boosted the overall performance of our approach.
These numbers clearly show that a combination of “weak” detectors that com-
plement each other, i.e., covering different sets of pages, leads to an effective
extractor.

Since MiBAT only uses a single date-time detector, we can compare its per-
formance in Table 1 with our approach using only this detector (Table 2) over the
entire test set. Our approach got a much higher recall than MiBAT (0.68 vs 0.51)
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Rec|Prec|F-Measure
String-based Extraction|0.86| 0.93 0.89
Tree-based Extraction [0.82|0.92 0.87
Text Detection 0.57| 0.56 0.56

Table 3. Results of post extraction.

and a slightly smaller precision (0.93 vs 0.94), as a result a higher F-Measure
(0.79 vs 0.66). The main reason for this advantage in recall is that our approach,
with only a single date-time detector, was able to detect date-time nodes from
a higher proportion of pages: 0.68 vs 0.51. From this, we can conclude that Mi-
BAT was not able to extract records even in pages that the date-time detector
worked.

In terms of performance, a major difference between our approach and Mi-
BAT is that the record region identification considerably prunes the search space,
i.e., only a small fraction of the subtrees in a page is considered for the remaining
steps in the pipeline. MiBAT, on the other hand, analyzes all the subtrees in the
page. To give some numbers, if one considers the total number of subtrees in all
pages in the test set (more than 500K subtrees), the Record Subtree Detection
only considered 1.1% of them as relevant, and then only this small fraction was
considered to the next steps.

4.3 Post Extraction Results

The results of the post extraction approaches are presented in Table 3. The
String-based approach obtained the highest values of recall (0.86), precision
(0.93) and F-Measure (0.89), followed by the Tree-based approach. The num-
bers show that our approach of post extraction is in fact effective for this task.
The lowest result was obtained by the approach that only uses the text detec-
tor to extract the posts. The main reason for this poor performance is that a
reasonable portion of the text in posts are not detected by the Text Detector
(low recall), and also much of the text detected by the Text Detector does not
belong to the posts (low precision). We can conclude from this that using the
text detection itself is not enough for this task, but it is very useful when used
with our proposed strategy. Regarding the recall of all approaches, an important
observation is that the post extraction is performed after the record extraction.
As a result, the upper bound of recall is the one obtained by our record extrac-
tion technique: 0.94. The precision of the record extraction also has influence
over the precision results for post extraction.

5 Related Work

There has been many different approaches in the literature regarding extracting
data records from the Web [3].
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Liu et al. [8] proposed a fully-automated algorithm based on similar sub-tree
mining on the DOM tree of the Web page, called MDR. Although MDR obtains
good results, it suffers from a few limitations, such as only being able to extract
a consecutive record list and a poor similarity measure. Li et al. [7] propose an
approach using HTML tag paths and visual text features for record extraction.
They also assume records are continuous. In contrast to them, REPEX does not
make any assumption that records are consecutive. Zhang et al. [19] present a
novel algorithm to text extraction. Their approach differs from ours as it relies
heavily on visual properties of the webpage, which are harder to extract. Yang
et al. [17] use both page-level and site-level knowledge in Markov logic networks
to extract structured data from data records, such as post title, post author and
post time. As opposed to our approach, they heavily rely on labeled data, since
they are applying a statistical model.

Miao et al. [9] focused on extracting data records by capturing a list of objects
using a comparison between a pair of tag path occurrence patterns to estimate
how likely these two tag paths represent the same list of objects. Another pro-
posed approach for the problem of record extraction — MiBAT [13] — uses domain
constraints, such as post-date, to improve the extraction process and to design
better similarity measures. They used only a post-date constraint for this task,
implemented by a post-date detector. As opposed to them, we applied a broader
set of type detectors. The advantage of doing this is that multiple detectors can
complement each other and, as result, less effort needs to be done to build them.

6 Conclusions

In this paper, we present REPEX, a solution for extracting data records and
user posts from forum pages that does not use any training data to perform this
task. The data record extraction assumes that data records are within the same
subtree in the page’s DOM tree, and records have a template part that has a
similar tree structure. To locate the data record subtree, it uses an information-
theoretic approach. Next, within this subtree, it identifies the template part of
the records using a clustering algorithm. Finally, it determines the boundaries
of the records expanding from the templates. The extracted records are then
passed to the post extraction, that uses an unstructured information extraction
strategy to define the boundaries of posts, and extract them. Our solution has
been shown to be very effective over real forum data and outperformed the
baselines in different scenarios.
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